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vestigates the performance of different meth-

ods of distributing parity in RAID level-5 disk
arrays.

Lm, E. K. AND KATZ, R. H. 1993. An analytic

performance model of disk arrays. In Proceed-
ings of th 1993 ACM SIGMETRICS Conference
on Measurement and Modehng of Computer
Systems. ACM, New York, 98–109. Slmdar to

earlier technical report with simdar name ex-
cept with better empirical justltlcations and a

more detailed study of the model’s properties.

LIVNY, M. KHOSHA~IAN, S., AND BORAI., H. 1987
Multi-disk management algorithms. In Prm
ceedings of the 1987 ACM SIGMETRICS Con-
ference On Measurement and Modeling of
Camputer System. ACM, New York, 69-77’.
Compares performance of disk arrays with
track-sized and infinite striping units. Con-
cludes that striping can improve performance
for many multidisk systems.

LOVERSO, S. J., ISMAN, M., AND NANOPOULOS, A.
1993. A Parallel file system for the CM-5. In
Proceedings of the USENIX Summer Conftir-

ACM Computing Surveys, Vol. 26, No, 2, June 1994



184 “ Peter M. Chen et al.

erzce. USENIX Assoclatlon, Berkeley, Calif. A
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analysis of redundant arrays of inexpensive
disks. J. Parall. Dwtr. Comput. 17, (Jan.),
146– 151 Uses Markov models to derive exact,

closed-form reliability equations for redundant

disk arrays. Analysis accounts for failure pre-
diction and sparing.

MENON, J. AND CORTNEY, J. 1993. The architec-

ture of a fault-tolerant cached RAID controller
In Proceedings of the 20th International S.vm -
posum on Compufer Architecture IEEE, New
York, 76–86. Describes the architecture of Ha-
gar and several algorithms for asynchronous
writes that reduce susceptlblhty to data loss.

MF,NON, J., MATTSON, D., ANrI NG, S. 1991. Dis-
tributed sparing for improved performance of
disk arrays. Tech Rep. RJ 7943, IBM, Almaden
Research Center. Explores the use of an on-line
spare disk in a redundant disk array analyti-

cally It examines multiple configurations, but
fundamentally it distributes the spare’s space
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It leaves open the problem of implementation:
no techmque for efficiently mapping data units

to physical disks is presented. Analyzes via an
analytical model the technique and two poten-
tial “optimlzatlons” to the reconstruction algo-
rithm, and finds significant benefits to all three.
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